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Reinforcement Learning Introduction 



Active distribution networks (ADNs) operation as a RL problem
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RL solves a sequential problem that is formulated as a Markov Decision 
Problem (MDP):

Advantages of RL:
• It is a “model-free” approach to solve decision-making problems. 
• Excellent generalization features. Optimal actions for different states. 
• Complexity of the system (environment) can be high. Using powerful 

parametrized function approximators for 𝜋(𝑠, 𝜃) (e.g. Deep Neural 
Networks), we can find good and practical solutions. 



Experiment Design



Research Background: What is optimal energy system scheduling?

Mathematical essence is to search for optimal solution for sequential
decision problems within limited time window.

Minimize energy costs

Power balance constrain

Technical limits for generators



Case Study: Energy System Optimal Scheduling
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Still, there is power 
imbalance 

(penalization only)

“Performance Comparison of Deep RL Algorithms for Energy Systems Optimal Scheduling,” Hou Shengren, Edgar Mauricio Salazar, 
Pedro P. Vergara, Peter Palensky, ISGT Europe 2022.

(D)RL algorithms lack of safety 
guarantees, as they cannot (yet) be 
directly imposed in the algorithm’s 

formulation. 



Our idea and experiments validation

Goal
Reinforcement learning algorithms that can provide theoretical proof of the constraint handling, 
during the energy management operation. 

Background 
• providing such proof of RL algorithms can be difficult and may not always feasible.

• This is because the lack of mathematical tools and theories for RL algorithms

Motivation
• Classic model based approaches like MPC, MILP have well-established mathematics theories. We can 

formulate the trained RL algorithm as a MIP, which can bring a stronger theoretical foundation for RL 
algorithms. 

• In this way, Various mathematical theories can be used for ensuring the feasibility of our algorithm, such 
as duality theory, convex optimization, or polyhedral theory.



Case Study: Energy System Optimal Scheduling
Understanding the (operational) constraints in the action space:

The equality constraint defines the feasible action space (red 
space, hyperplane) as a subspace of the action space (grey 

space). 
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Case Study: Energy System Optimal Scheduling

To strictly enforce the power 
balance constraint:

Deep neural networks + 
combinatorial optimization.

(MIP-DQN)

“Deep neural networks and mixed integer linear optimization,” M. Fischetti and J. Jo, Constraints, vol. 23, 2018, pp. 296–309. 11



Case Study: Energy System Optimal Scheduling

12“Optimal Energy System Scheduling Using a Constraint-Aware Reinforcement Learning,” Shengren H., Pedro P. Vergara, Edgar M. Salazar, et. al. 
IJEPES, 2022 (submitted).

During training, all tested algorithms seem to have similar convergence properties. 

None of these algorithms are able to strictly enforce constraints, as expected. Nevertheless, the proposed MIP-DQN algorithm 
showed the lower error. 



Case Study: Energy System Optimal Scheduling
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Testing with unseen operational scenarios (uncertain PV and demand):

MIP-DQN

MIP-DQN

Oracle 
(Perfect forecast 

solution)

The MIP-DQN algorithm strictly meets the power balance 
constraint. Other SoA algorithms fail to do so.

MIP-DQN algorithm achieves lower (average) errors when 
compared with other DRL algorithms.



Case Study: Energy System Optimal Scheduling
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Future improvement: Look better into the future. Reduce error 
and learn from less data (data efficiency)

The MIP-DQN algorithm was able to define similar hourly operational 
schedule when compared with the optimal global solution. 

Main difference: The MIP-DQN algorithm makes decision based only on 
current information, while the optimal global requires estimation of future 

values for the stochastic variables. 



My PhD Routine

1. Stay Curious 

2. Design or find out your own 
reward function



Some Open-source package we developed

RL-AND: An environment for ESSs dispatch in 
distribution network 

EV2Gym: A Realistic EV-V2G-Gym Simulator for EV 
Smart Charging

https://github.com/distributionnetworksTUDelft

https://github.com/ShengrenHou


